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Abstract

In recent years, neural language models, particularly pre-trained language models,

have revolutionized natural language processing (NLP) and related fields. Significant

progresses have been made in many language processing tasks such as reading

comprehension and text generation. A language model is a probability distribution

defined on a word sequence, which can be used to calculate the probability of a

sentence or a paragraph. Neural language models constructed by combination of

language modeling and deep learning have powerful representation and learning

capabilities. In this lecture, I will first review the history of language modeling and

summarize the state-of-the-art technologies of language modeling. I will then introduce

our recent work on Chinese spelling error correction using the pre-trained language

model BERT. Finally, I will share my view on the future development of language

modeling technologies.
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