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Personalized Task-Oriented Dialogue System

Reinforcement Transfer Learning (RTL)

我要喝咖啡

A2: 想喝哪种？ A3:好的

A1:还是大杯热<拿铁>吗？

S

+1

2: 产生候选集

A1

A2
A3

4: 回复排序

RLRNN
Personalized POMDP

1: 输入问题

A2: 0.5 A3:0.4A1: 0.8

3: 个性化收益预测

A1:还是大杯热拿铁吗？

喜好: 
热拿铁

迁移学习
问题输入：用户问题
问题输出：系统回复
目标：帮助用户用最少的时间点咖啡



Demo

• 操作提示:
• “PERSONALIZE”: 进入个性化模型
• “RESET”: 开始点一杯新的咖啡
• “RESETUSER”: 删除当前用户的口味偏好



当系统不知道用户的口味
时候，最优动作是询问。

当系统了解用户口味时
候，最优动作是根据用
户口味提出建议，以简
化流程节省时间。

A new user An old customer



End-to-End Adversarial Memory Network for Cross-domain Sentiment Classification



End-to-End Adversarial Memory Network for Cross-domain Sentiment Classification



Distant Domain Transfer Learning
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Source Domain: Face Recognition Target Domain:  Airplane Recognition

Source Domain: Object Recognition Target Domain: Poverty estimation from Satellite images



Distant Domain Transfer Learning 

 Supervised learning: consider only one problem domain.

 Transfer learning: source and target domains should be similar.

 Distant domain transfer learning: source and target domains can be distant.

More previous knowledge could be used
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Distant Domain Transfer Learning
• Some auxiliary intermediate domain data are selected to bridge 

the given source and target domains, and performs knowledge 
transfer along the bridge.

Source domain Target domain

Intermediate domains

Not Transferrable



Distant Domain Transfer Learning



Distant Domain Transfer Learning



Sparse Task Relation Learning in Multi-Task Learning
• Existing works assume that task relations are dense
• When the number of tasks is large, usually a task cannot be helpful to all of other tasks
• Task relations exhibit sparse patterns
• A Framework to Learn Task Relations:

Concrete Instances:
Regularization with Given Covariance
Trace/Schatten Norm Regularization
Squared Trace/Schatten Norm Regularization
Cluster Norm Regularization
Regularization with Sparse Inverse of ષ
……

Physical	meaning	of	ષ
ષ	can be viewed as a covariance 
matrix to describe the pairwise 
task relations
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• ષ corresponds to the task relations 
• Expect to learn a sparse ષ
• ݈ଵ norm leads to sparsity
• The objective function:

• Convex problem

Sparse Task Relation Learning in Multi-Task Learning



Sparse Task Relation Learning in Multi-Task Learning

• Alternating optimization
• Fix ષ Optimize W and b

• Analytical solution

• Fix W and b Optimize ષ

• Convex problem



• Motivating Application: 

• Phenotype prediction problem using genetic data 

• ܰ ൎ 5000, ݉݅ܦ ൐ ݊݋݈݈݅݅݉	150

• Learning from high dimension, low sample size data is challenging. 

• High dimension leads to overfitting.

• Low sample size leads to high-variance gradients. 

• Method (Deep Neural Pursuit)

• Overfitting: stagewise feature selection in the context of neural network.

• High-variance gradients: gradients estimation by dropout multiple times.

• Results:

• DNP performs superior w.r.t. both performances of classification and true feature identification.

Deep Neural Networks for High Dimension, Low Sample Size Data
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Phenotype
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